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Abstract—In the paper we study continuous time controlled
Markov processes using discrete time controlled Markov pro-
cesses. We consider long run functionals: average reward per
unit time or long run risk sensitive functional. We also investigate
stability of continuous time functionals with respect to pointwise
convergence of Markov controls.

I. INTRODUCTION

Assume that state space E is Polish with Borel σ-field E ,
although in particular examples we shall consider E = Rd or
a bounded convex subset of Rd. We have also a compact set
of control parameters U and a family U of Borel measurable
mappings u : E 7→ U called later Markov controls. On a
probability space (Ω, F, (Ft), P ), for each u ∈ U we are
given a continuous time controlled Markov process (Xu

t ) with
transition operator Pu

t (x, dy) for x ∈ E and control u(Xu
t ) at

generic time t. We consider a natural pointwise convergence
topology on U , which means that un ∈ U converges to u ∈ U
whenever un(x) → u(x) as n → ∞ for each x ∈ E. Then we
consider discrete time approximations (X(h),u

t ) of (Xu
t ) which

is a discrete Markov process X
(h),u
nh at generic moments nh

such that X(h),u
t = X

(h),u

[ t
h ]h

, where
[
t
h

]
is the integer part of t

h

and X
(h),u
nh has transition operator P (h),u(X

(h),u
nh )(X

(h),u
nh , ·).

This means that while process (Xu
t ) is controlled at each

time t using u(Xu
t ), its discrete time approximation X

(h),u
nh

is controlled at moments nh using u(X
(h),u
nh ). To be more

precise consider our main example.
Example 1. Assume for u ∈ U we have the following

equation in Rd

Xu
t = x0 +

∫ t

0

b(Xu
s , u(X

u
s ))ds+

∫ t

0

σ(Xu
s )dWs, (1)

where (Wt) is a Brownian motion, |b(x, a)−b(y, a)|+∥σ(x)−
σ(y)∥ ≤ KR|x − y| for a ∈ U , |x|, |y| ≤ R, |b(x, a)|2 +
∥σ(x)∥2 ≤ K(1 + |x|2) and ξTσ(x)σT (x)ξ ≥ 1

KR
|ξ|2 for

ξ ∈ Rd, |x| ≤ R and any R > 0. By Theorem 2.2.12 of
[1] for each u ∈ U there is a unique strong solution to the
equation (1). Our discrete approximation with discretization
step h is defined as

X
(h),u
(n+1)h = X

(h),u
nh +

∫ (n+1)h

nh

b(X(h),u
s , u(X

(h),u
nh ))ds+∫ (n+1)h

nh

σ(X(h),u
s )dWs (2)
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for n = 1, 2 . . . and X
(h),u
0 = x. Since we have a unique

strong solution on each time interval [nh, (n + 1)h] we have
well defined process (X

(h),u
t ). In what follows we shall

consider a general case introducing a number of assumptions
which are mainly satisfied by the model considered in this
example.

In the paper we want to maximize the following functionals:
average reward per unit time

Jx(u) = lim inf
t→∞

1

t
Eu

x

{∫ t

0

c(Xu
s , u(X

u
s ))ds

}
, (3)

for a bounded measurable function c : E×U 7→ R, continuous
with respect to the second (control) parameter,

and its discrete time approximation

Jh
x (u) = lim inf

n→∞

1

nh
Eu

x

{
n−1∑
i=0

hc(X
(h),u
ih , u(X

(h),u
ih ))

}
, (4)

long run risk sensitive with risk factor α < 0

Iαx (u) = lim inf
t→∞

1

α

1

t
lnEu

x

{
eα

∫ t
0
c(Xu

s ,u(Xu
s ))ds

}
, (5)

and its discrete time approximation

Iα,hx (u) = lim inf
n→∞

1

α

1

nh
lnEu

x

{
eαh

∑n−1
i=0 c(X

(h),u
ih ,u(X

(h),u
ih ))

}
.

(6)
Risk sensitive functionals are important since they measure
not only expected value of the reward but also other moments
of the reward including variance with weight α, which his
considered as a measure of risk (see [15], [19], [20]). We
want to show that under suitable assumptions Jh

x (u) → Jx(u)
and Iα,hx (u) → Iαx (u) as h → 0. Then we consider stability of
continuous time functionals i.e. we using discrete approxima-
tion show that whenever un → u then also Jx(un) → Jx(u)
and Iαx (un) → Iαx (u) as n → ∞.

The paper generalizes and extends [16], where only discrete
time was considered. Usually we have a continuous time
model which we control using discrete time inputs. In the
paper we want to justify such procedure. Practically we use
piecewise constant controls in discrete time moments, which
we expect to be good, feasible approximation of real world
model. Notice that such models can not be approximated
using weak convergence technics considered in [12]. Average
reward per unit time problem is considered in full generality
considering Lyapunov function V , which allows us to have
unbounded reward function c and consequently we obtain a
number of results in norms weighted by V . The studies of



long run risk sensitive functionals are practically restricted to
compact state spaces for which we consider nondegenerate
diffusions, possibly with jumps, in regular bounded sets.

II. AVERAGE REWARD PER UNIT TIME PROBLEM

We shall need the following assumption:

(ER) for each u ∈ U process (Xu
t ) is aperiodic and ergodic

in the sense that it has a unique invariant measure µu.

In what follows we shall consider discrete time approxima-
tions with h = 2−m, and to simplify notations we shall denote
process X

(h),u
nh by X

(m),u
n2−m . We assume that

(ERd) for each m ∈ N and the process (X
(m),u
n2−m ) is aperiodic

and ergodic.

Furthermore we assume that

(UEd) for each u ∈ U there is ρ ∈ (0, 1) and function V :
E → [1,∞) such that for x, x′ ∈ E and m ∈ N∫
E

V (y)|P (m),u
1 (x, dy)−P

(m),u
1 (x′, dy)| ≤ ρ [V (x) + V (x′)] .

(7)

Above introduced V is called sometimes a Lyapunov
function. Using V we consider the norm ∥f∥V :=

supx∈E
|f(x)|
V (x) for Borel measurable functions f and define

the space BV as the space of Borel measurable functions
f with finite norm ∥f∥V . Similarly in the space of finite
signed measures M(E) we consider the norm ∥ν∥V :=
supf∈BV ,∥f∥V ≤1|

∫
E
f(x)ν(dx)|.

The condition (7) was introduced by Kartashov (see [11]
and also [10]) and has the following important consequences
Lemma 1. If there is x∗ ∈ E such that P (m),u

n V (x∗) < ∞
then under (UEd) there is a unique invariant measure µu

m for
the Markov process (X

(m),u
n ) and

∥P (m),u
n (x, ·)− µu

m(·)∥V
V (x)

≤ ρn[1+
P

(m),u
1 V (x∗) + ρV (x∗)

1− ρ
].

(8)
Proof. It follows from Theorem 7.3.14 of [10].

□
Assume

(FPV) we have supm supx∈E
P (m),u

n V (x)
V (x) < ∞ for each x ∈ E

We immediately have
Corollary 1. If supm P

(m),u
1 V (x∗) < ∞ for some x∗ ∈ E

then the bound in (8) is uniform with respect to m and
consequently we have (FPV). Assuming furthermore (ERd) we
have that µm(·) is a unique invariant measure for the process
(X

(m),u
n2−m ).
Denote by P (E) the set of probability measures on E and

let PV (E) := {ν ∈ P (E) : ∥ν∥V < ∞}. In what follows we
shall need the following technical Lemma
Lemma 2. Assume that for νn, ν ∈ PV (E) we have ∥νn −
ν∥V → 0 and for fn, f ∈ BV with ∥fn∥V bounded we have
fn(x)− f(x) → 0 for each x ∈ E. Then νn(fn) → ν(f).

Proof. Without loss of generality we may assume that
∥fn∥V ≤ 1. Then also ∥f∥V ≤ 1 and we have

|νn(fn)− ν(f)| ≤ |νn(fn)− ν(fn)|+ |ν(fn)− ν(f)∥ ≤
∥νn − ν∥V + |ν((gn − g)V )| → 0 (9)

as n → ∞, with gn = fn
V , g = f

V and where the last conver-
gence follows from the dominated convergence theorem.

□
Assume

(Conv) for each u ∈ U and x ∈ E we have ∥P (m),u
1 (x, ·) −

Pu
1 (x, ·)∥V → 0 as m → ∞.

We have
Proposition 1. Under (Conv) and (FPV) for each n ∈ N and
x ∈ E we have

∥P (m),u
n (x, ·)− Pu

n (x, ·)∥V → 0 (10)

as m → ∞.
Proof. We use induction. For n = 1 (10) is satisfied by (Conv).
Assume that we have (10) for n. Then by (FPV) we have that
there is K ≥ 0 such that

sup
f∈BV ,∥f∥V ≤1

sup
x∈E

|P (m),u
n (x, f)|
V (x)

=

sup
x∈E

P
(m),u
n (x, V )

V (x)
≤ K < ∞ (11)

and therefore

sup
f∈BV ,∥f∥V ≤1

|P (m),u
n+1 (x, f)− Pu

n+1(x, f)| ≤

sup
f∈BV ,∥f∥V ≤1

[
|
∫
E

P (m),u
n (y, f)(P

(m),u
1 (x, dy)−

Pu
1 (x, dy))|+ |

∫
E

(P (m),u
n (y, f)− (12)

Pu
n (y, f))P

u
1 (x, dy)|] ≤ K∥P (m),u

n (x, ·)−

Pu
n (x, ·)∥V +

∫
E

∥P (m),u
n (y, ·)− Pu

n (y, ·)∥V Pu
1 (x, dy)

and by induction hypothesis and dominated convergence we
have that (10) for n+ 1 follows.

□
Using Proposition 1 to (UEd) and then Lemma 1 we

immediately obtain
Corollary 2. Under (UEd), (FPV), (ER) and (Conv) we have∫

E

V (y)|Pu
1 (x, dy)− Pu

1 (x
′, dy)| ≤ ρ [V (x) + V (x′)] (13)

and

∥Pu
n (x, ·)− µu(·)∥V ≤ ρnV (x)[1 +

Pu
1 V (x∗) + ρV (x∗)

1− ρ
]

(14)
where µu is a unique invariant measure for (Xu

t ).
We can now rewrite the functional (4) with h = 2−m in the

form



Jm
x (u) = lim inf

n→∞

1

n
Eu

x

{
n−1∑
i=0

Cm(X
(m),u
i , u))

}
, (15)

where

Cm(x, u) := Eu
x

{
2m−1∑
i=0

2−mc(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}
. (16)

with a continuous time analog

C(x, u) := Eu
x

{∫ 1

0

c(Xu
s , u(X

u
s ))ds

}
(17)

We shall assume that

(CCon) Cm, C ∈ BV and for each x ∈ E we have that
∥Cm∥V is bounded and |Cm(x, u)−C(x, u)| → 0 for x ∈ E
and u ∈ U , as m → ∞.

Notice that in this section we allow c to be unbounded, we
require only that c ∈ BV as in (CCon). We have
Theorem 1. Under (Conv), (FPV), (CCon), (ER) and (ERd)
we have that

∥µu
m − µu∥V → 0, (18)

Jm
x (u) =

∫
E

Cm(x, u)µu
m(dx) =∫

E

c(x, u(x))µu
m(dx) →

∫
E

C(x, u)µu(dx) =∫
E

c(x, u(x)µu(dx) = Jx(u) (19)

as m → ∞.
Proof. (18) follows from (8), (10) and Corollary 2. By Lemma
2 and (Ccon) we have that µu

m(Cm) → µu(C). Now from
(ERd) we have that µu

m(Cm) =
∫
E
c(x, u(x)µu

m(dx), while
from (ER) we have that µu(C) =

∫
E
c(x, u(x)µu(dx), which

completes the proof.
□

To study continuity of the cost functional Jh
x (u) with respect

to u ∈ U we shall need the following assumption

(uCont) when un → u ∈ U we have for x ∈ E that
∥P (m),un(x)

2−m (x, ·)− P
(m),u(x)
2−m (x, ·)∥V → 0 as n → ∞.

By analogy to Proposition 1 and also Proposition 2 of [16]
we have by induction
Lemma 3. Under (uCont) for un → u ∈ U and any k ∈ N
we have

∥P (m),un(x)
k2−m (x, ·)− P

(m),u(x)
k2−m (x, ·)∥V → 0. (20)

as n → ∞.
Our main result can be formulated as follows

Theorem 2. Under (uCont), (UEd) and (FPV) we have that

∥µun
m − µu

n∥V → 0 (21)

as n → ∞. Additionally under (CCon), (ER) and (ERd) we
have that

Jm
x (un) → Jx(u) (22)

as n → ∞. Moreover

Jx(un) → Jx(u) (23)

as n → ∞.
Proof. To prove (21) we use (18), Lemma 1 and then

Lemma 3. Convergence (22) follows from (21) and Theorem
1. Convergence (23) can be shown from Lemma 3, Lemma 1
and Corollary 2.

□

III. RISK SENSITIVE CONTROL

We shall assume that

(uUE) for each u ∈ U there is ∆u ∈ (0, 1) such that we have
supm∈N supx,x′∈E supB∈E P

(m),u
1 (x,B)− P

(m),u
1 (x′, B) :=

∆u < 1.

It is clear that under (uUE) Markov process (X
(m),u
n ) has a

unique invariant measure µu
m (see [8]). Furthermore addition-

ally under (Conv) with V ≡ 1 we have that

sup
x,x′∈E

sup
B∈E

Pu
1 (x,B)− Pu

1 (x
′, B) ≤ ∆u < 1. (24)

Then process (Xu
n) has a unique invariant measure µu.

We also assume that

(uEquiv) for each u ∈ U there is k ∈ N such that we have

that supm∈N supx,x′∈E supB∈E
P

(m),u
k (x,B)

P
m(m),u
k (x′,B)

:= Ku < ∞.

Under (Conv) and (uEquiv) we have that

sup
x,x′∈E

sup
B∈E

Pu
k (x,B)

Pu
k (x

′, B)
≤ Ku < ∞. (25)

Example 2. Assume that diffusion process (Xu
t ) defined in

Example 1 is reflected in a bounded regular domain. Then
following Theorem 2.1 of [13] (see also [4]) we can show
property (24). Since transition densities are bounded away
from zero we also have that (25) is satisfied.

Let B(E) be the set of bounded Borel measurable functions
on E with supremum norm. For g ∈ B(E) define so called
span norm ∥g∥sp = supx∈E g(x)− infx′∈E g(x′). For u ∈ U
and f, g ∈ B(E), and α ∈ (−∞,+∞) \ {0} define

Ψ(m),u,αg(x) =

1

α
lnEu

x

{
exp

{
α

2m−1∑
i=0

2−mc(X
(m),u
i2−m , u(X

(m),u
i2−m ))

+αg(X
(m),u
1 )

}}
. (26)

We have
Theorem 3. Under (uUE) for α ̸= 0 the operator Ψ(m),u,α is
a local contraction in the span norm in the space B(E) for
u ∈ U , i.e. there is a function γα : (0,∞) 7→ [0, 1), which
does not depend on m, such that whenever for g1, g2 ∈ B(E)
we have ∥g1∥sp ≤ M and ∥g2∥sp ≤ M then

∥Ψ(m),u,αg1 −Ψ(m),u,αg2∥sp ≤ γα(M)∥g1 − g2∥sp. (27)



Furthermore additionally under (uEquiv) the k-th iteration of
Ψ(m),u,α transforms the space B(E) to the subspace of B(E)
with the span norm less than K̃u, with K̃u depending on Ku

from (uUE). Consequently Ψ(m),u,α after k-th iteration is a
global contraction.
Proof. Local contractivity follows from Theorem 3, Corollary
4 and 5 in [18] in a similar way as in section 2 of [20]. We give
here only few hints. Using dual representation of the operator
Ψ (see Proposition 1.42 of [9]) we have that for α < 0

Ψ(m),u,αg(x) = infν∈Px(DE [0,1])∫
DE [0,1]

(
2−m

2m−1∑
i=0

c(zi2−m , u(zi2−m)) +

g(z1)) ν(dz)−
1

α
H(ν, P

(m),u
[0,1] (x, ·)) (28)

and for α > 0

Ψ(m),u,αg(x) = supν∈Px(DE [0,1])∫
DE [0,1]

(
2−m

2m−1∑
i=0

c(zi2−m , u(zi2−m)) +

g(z1)) ν(dz)−
1

α
H(ν, P

(m),u
[0,1] (x, ·)), (29)

where DE [0, 1] is the set of all càdlàg trajectories on the time
interval [0, 1], while Px(DE [0, 1]) is the set of probability
measures on the set DE [0, 1] starting from x ∈ E and H

denotes entropy between measures ν and P
(m),u
[0,1] (x, ·) defined

as follows H(ν1, ν2) :=
∫
DE [0,1]

ln(dν1

dν2
)dν1 when ν1 is

absolutely continuous with respect to ν2, and is equal to +∞
otherwise. Infimum in (28) or supremum in (29) is attained
by the measure on DE [0, 1] of the form

ν(m),u
x,αg (dz) := exp

(
α

2m−1∑
i=0

2−mc(zi2−m , u(zi2−m))

+αg(z1))P
(m),u
[0,1] (x, dz)[

Eu
x

{
exp

{
α

2m−1∑
i=0

2−mc(X
(m),u
i2−m , u(X

(m),u
i2−m ))

+αg(X
(m),u
1 )

}}]−1

. (30)

Define now the measure on E

ν
(m),u
x,αg (B) :=

[
Eu

x

{
1B(X

(m),u
1 )

exp

{
α

2m−1∑
i=0

2−mc(X
(m),u
i2−m , u(X

(m),u
i2−m ))

+αg(X
(m),u
1 )

}}]
[
Eu

x

{
exp

{
α

2m−1∑
i=0

2−mc(X
(m),u
i2−m , u(X

(m),u
i2−m ))

+αg(X
(m),u
1 )

}}]−1

. (31)

For g1, g2 ∈ B(E) and x1, x2 ∈ E and α < 0 using (28)-
(29) we obtain

Ψ(m),u,αg1(x1)−Ψ(m),u,αg2(x1)−Ψ(m),u,αg1(x2) +

Ψ(m),u,αg1(x2) ≤ ∥g1 − g2∥sp sup
B∈E

(ν1 − ν2)(B) (32)

where ν1 := ν
(m),u
x1,αg2 and ν2 := ν

(m),u
x2,αg1 . In the case of

α > 0 we replace g1 with g2 in definitions of ν1 and
ν2. Assume now that for xn, x

′
n ∈ E, g1,n, g2,n, such that

∥g1,n∥sp ≤ M and ∥g2,n∥sp ≤ M in the place of x1, x2,
g1, g2 and mn ∈ N in the place of m, Bn ∈ E we
have ν1(Bn) → 1 and ν2(Bn) → 0. Then in the case of
α < 0 we obtain ν2(Bn) ≥ P

(mn),u
1 (x2,n, Bn)e

−∥c∥sp−M

and ν1(B
c
n) ≥ P

(mn),u
1 (x1,n, B

c
n)e

−∥c∥sp−M , which implies
that P

(mn),u
1 (x2,n, Bn) → 0 and P

(mn),u
1 (x1,n, B

c
n) → 0,

as n → ∞ contradicting (uUE). In the case of α > 0
we have a similar contradiction. This completes the proof
of local contractivity of Ψ(m),u,α with a Lipschitz constant
γα(M). Global contraction then follows from Remark 4 and
Proposition 6 in [17]. Namely, under (uEquiv) we have

∥(Ψ(m),u,α)kg∥sp ≤ k∥c∥sp + lnKu. (33)

This means that k-th iteration of the operator Ψ(m),u,αg no
matter what g ∈ B(E) was chosen has a uniformly bounded
span norm. The proof of Theorem 3 is therefore completed.

□
Basing on Theorem 3 we obtain the solutions to certain

versions of the Poisson equations
Corollary 3. Under assumptions of Theorem 3 for u ∈ U there
is a constant λ(m),u,α and a function w(m),u,α ∈ B(E) such
that for x ∈ E we have

eαw
(m),u,α(x) =

Eu
x

{
exp

{
α

2m−1∑
i=0

2−m(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))−

λ(m),u,α) + αw(m),u,α(X
(m),u
1 )

}}
(34)

Moreover ∥w(m),u,α∥sp ≤ K̃u, where K̃u depends on Ku

from (uEquiv) and the function γα.
Proof. By Theorem 1 there is a fixed point w(m),u,α of the
operator Ψ(m),u,α i.e. ∥Ψ(m),u,αw(m),u,α − w(m),u,α∥sp =
0. Therefore there is a constant λ(m),u,α such that
Ψ(m),u,αw(m),u,α(x)−λ(m),u,α = w(m),u,α, which completes
the proof.

□
Corollary 4. If λ(m),u,α and a function w(m),u,α ∈ B(E)
such that ∥w(m),u,α∥sp ≤ K̃u are solutions to the equation
(34) then for any k ∈ N we have

eαw
(m),u,α(x) =

Eu
x

{
exp

{
α

k2m−1∑
i=0

2−m(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))−

λ(m),u,α) + αw(m),u,α(X
(m),u
k )

}}
(35)



and consequently

|λ(m),u,α − 1

α

1

k
lnEu

x

{
exp

{
α

k2m−1∑
i=0

2−m

(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}}
| ≤ 2

K̃u

k
. (36)

Therefore for any x ∈ E we have

λ(m),u,α = Iα,2
−m

x (u). (37)

Proof. Iterating equation (34) we obtain (35). Taking into
account that ∥w(m),u,α∥sp ≤ K̃u we then obtain (36). Since c
is bounded we have that

lim inf
k→∞

1

α

1

k2m
lnEu

x

{
exp

{
α2−m

k−1∑
i=0

(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}}
=

lim inf
k→∞

1

α

1

k
lnEu

x

{
exp

{
α2−m

k2m−1∑
i=0

(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}}
, (38)

from which (37) follows.
□

Assume now

(eConv) for each u ∈ U measures

M(m),u,α
x (B) :=

Eu
x

{
exp

{
α

2m−1∑
i=0

2−m(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}
1B(X

(m),u
1 )

}
defined for B ∈ E converge in variation norm to the measure

Mu,α
x (B) :=

Eu
x

{
exp

{
α

∫ 1

0

(c(Xu
s , u(X

u
s ))ds

}
1B(X

u
1 )

}
,

as m → ∞.

We then have
Theorem 4. Under (eConv), (uUE) and (uEquiv) for u ∈ U
and there is a constant λu,α and a function wu,α ∈ B(E)
such that ∥wu,α∥sp ≤ K̃ and for x ∈ E we have

eαw
u,α(x) =

Eu
x

{
exp

{
α

∫ 1

0

(c(Xu
s , u(X

u
s ))ds−

λu,α) + αwu,α(Xu
1 )}} . (39)

Proof. Let for g ∈ B(E)

Ψu,αg(x) = (40)

Eu
x

{
exp

{
α

∫ 1

0

(c(Xu
s , u(X

u
s ))ds+ αwu,α(Xu

1 )

}}
.

By (32) since Ψ(m),u,αgi(xj) → Ψu,αgi(xj) for i, j ∈
{1, 2}, as m → ∞, we obtain

∥Ψu,αg1 −Ψu,αg2∥sp ≤ γα(M)∥g1 − g2∥sp, (41)

for ∥g1∥sp ≤ M and ∥g2∥sp ≤ M with the same γα(M) as
in (27). Letting now m → ∞ in (33), taking into account that
a version of (eConv) also holds for time k (instead of 1) we
obtain the bound for iterations of Ψu,αg with g ∈ B(E), from
which existence of a unique fixed point of Ψu,α with suitable
bound follows.

□
In analogy to Corollary 4 we obtain

Corollary 5. If λu,α and a function wu,α ∈ B(E) such that
∥wu,α∥sp ≤ K̃u are solutions to the equation (39) then for
any k ∈ N we have

eαw
u,α(x) =

Eu
x

{
exp

{
α(

∫ k

0

(c(Xu
s , u(X

u
s ))ds− λu,α)

+αwu,α(Xu
k )}} (42)

and consequently

|λu,α − 1

α

1

k
lnEu

x

{
exp

{
α

∫ k

0

c(Xu
s , u(X

u
s ))ds

}}
|

≤ 2
K̃u

k
. (43)

Therefore for any x ∈ E we have

λu,α = Iαx (u). (44)

Proof. Note that (42) and (43) follow easily from (39) (simi-
larly as in the proof of Corollary 4). To show (44) it sufficies
to notice that by boundedness of c and (43) we have

lim inf
t→∞

1

α

1

t
lnEu

x

{
eα

∫ t
0
c(Xu

s ,u(Xu
s ))ds

}
lim inf
k→∞

1

α

1

k
lnEu

x

{
eα

∫ k
0

c(Xu
s ,u(Xu

s ))ds
}
, (45)

where first line we have a limit of positive real t going to ∞,
while in the second line over positive integer k going to ∞.

□
The following Corollary summarizes just obtained results

Corollary 6. Under (eConv), (uUE) and (uEquiv) u ∈ U we
have

Iα,2
−m

x (u) → Iαx (u), (46)

as m → ∞.
Proof. Clearly by Corollaries 4 and 5 we have that
Iα,2

−m

x (u) = λ(m),u,α and Iαx (u) = λu,α. Now using (eConv)
to (35) and (36) we obtain that λ(m),u,α → λu,α, as m → ∞.

□
Remark 1. Assumption (uUE) plays an important role to study
discrete time risk sensitive Bellman equation. We require it
to be satisfied uniformly with respect to discretization step,
which is important when we let discretization step converging
to 0. Discrete time risk sensitive problems can be also studied



using splitting technics as in the paper [6]. This however
would require a number of additional assumptions. Assump-
tion (uEquiv) can be replaced by requiring small risk |α| as
was studied in the papers [7] or [15]. Using assumption (uUE)
we are looking for a bounded solution to (34) (see [5]). We
can use also other technics based on Krein Rutman theorem
(see [19] and [2]) or suitable Lyapunov conditions (see [3])
and work with unbounded solutions. In such case we shall
also require more assumptions.

We now consider stability of functional Iux . We have
Theorem 5. Assume (eConv), (uUE), (uEquiv) are satisfied
for each u ∈ U with supu∈U ∆u < 1, supu∈U Ku < ∞. Then
under (uCont) for U ∋ un → u ∈ U as n → ∞ we have for
each m ∈ N

Iα,2
−m

x (un) = λ(m),un,α → Iα,2
−m

x (u) = λ(m),u,α. (47)

Furthermore, when additionally (eConv) is satisfied uniformly
for (un) we have

Iαx (un) = λun,α → Iαx (u) = λu,α, (48)

as n → ∞.
Proof. We have

|λun,α − λu,α| ≤ |λun,α − λ(m),un,α|+
|λ(m),un,α − λ(m),u,α|+ |λ(m),u,α − λu,α|. (49)

Now by (36) we obtain

|λ(m),un,α−λ(m),u,α| ≤ 4 sup
u∈U

K̃u

k
+

1

α

1

k
W ((m), un, u, α, k),

(50)
where

W ((m), un, u, α, k) := (51)

| lnEun
x

{
exp

{
α

k2m−1∑
i=0

2−m(c(X
(m),un

i2−m ,

u(X
(m),un

i2−m ))
}}

− lnEu
x

{
exp

{
α

k2m−1∑
i=0

2−m

(c(X
(m),u
i2−m , u(X

(m),u
i2−m ))

}}
|.

(52)

It is clear that under (uCont) for each m ∈ N and k ∈ N ,
W ((m), un, u, α, k) converges to 0 as n → ∞. Furthermore
supu∈U K̃u < ∞. Consequently letting first n → ∞ then
k → ∞ we obtain that |λ(m),un,α − λ(m),u,α| → 0 as n →
∞. Using Corollary 6 and the fact that (eConv) is satisfied
uniformly for (un) we obtain (48).

□

IV. CONCLUSIONS

In the paper we justify the use of natural approximation
procedure for continuous time controlled Markov processes
over long time horizon. Namely, instead of using Markov
control u(Xt) at each time t we choose control u(Xnh) at
times nh and consider control fixed in the time intervals

[nh, (n + 1)h). It appears that under reasonable assumptions
we obtain a good approximation of the average reward per unit
time functional as well as long run risk sensitive functional.
This way we obtain a feasible construction of nearly optimal
controls for continuous time controlled Markov processes,
which can be used in various applications.
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