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Abstract—Collaborative robots (cobots) are revolutionizing
industries, warfare, and smart cities. Multimodal data fusion
(MMDF) enables a smart system to predict or decide based
on the basis of multiple sensor input modalities. This survey
comprehensively reviews MMDF techniques and their use cases
for various cobots architectures and general approaches for
multi-robot cooperation. By addressing future directions and
challenges such as real-time processing and robustness in dy-
namic environments and identifying open research questions, this
survey aims to guide future developments in the field, fostering
innovation in robot collaboration.

Index Terms—Multimodal data fusion, Collaborative robots,
multiple sensors integration.

I. INTRODUCTION

Multimodal Data Fusion (MMDF) is the process of combin-
ing data from different modalities to generate meaningful and
comprehensible information [1]. cobots heavily rely on multi-
ple data modalities from various sources, including cameras,
IMUs, and LiDAR sensors. These robots are designed to oper-
ate alongside humans in diverse fields such as industry and ser-
vices. By gathering data from multiple sensors, they perform
critical decision-making tasks, including obstacle avoidance,
emergency stops, and return-to-home functionalities similar to
how DJI’s Mavic UAVs (Unmanned Aerial Vehicles) respond
when communication is lost [2]. cobots architectures can be
classified into four main categories: centralized, decentralized,
hybrid (semi-centralized), and distributed. The selected archi-
tecture directly influences the fusion method employed. The
MMDF for cobots is a significant and rapidly growing research
area within artificial intelligence (AI) and robotics. Figure
1 presents statistics on the increasing number of academic
publications per 2 years from platforms such as IEEE Xplore,
Springer, ACM Digital Library, ScienceDirect, and Wiley.
The MMDF for cobots presents as many future directions as
challenges, including the lack of public datasets [3]. This paper
focuses on MMDF techniques, cobots architectures and their
existing fusion methods, public datasets used for collaborative
SLAM (Simultaneous Localization And Mapping), and the

Fig. 1. The increase of paper per 2 years for each platform

challenges and future direction of MMDF for cobots, while
trying to provide as much information as possible in a brief
way.
This paper is structured as follows: Section 1 introduces the
research domain. Section 2 discusses MMDF and cobots.
Section 3 explores ML-based fusion techniques and the impact
of DL on MMDF. Section 4 addresses fusion techniques for
cobots. Section 5 outlines key challenges and future research
directions. Finally, Section 6 concludes the study.

II. MULTIMODAL DATA FUSION AND COBOTS

A. Multimodal Data Fusion: Definition and related works

The history of MMDF for cobots started in the 1980s,
when the first simultaneous localization and mapping (SLAM)
problem was proposed by Smith et al. in 1986 [4]. In the
late 1990s, researchers began applying algorithms designed
for single-robot systems t multi-robot systems, leading to
significant advancements in this field. Around 2003, the
introduction of cobots marked a turning point in the MMDF
applications [5].
Hung et al. [6] designed a UGV (Unmanned Ground Vehicle)
that fuses data from the LIDAR and RGB camera after
performing a segmentation process on captured pictures.



Fig. 2. Illustration of the ASIMUT project

The model fuses various types of data to make real-time
predictions on decisions, including avoidance of obstacles.
In cobots such as Industry 4.0, IBoT (Internet of Battlefield
Things, which is a military application of IoT), data fusion
is crucial and imposes additional fusion techniques based
on the robot’s distribution; Data can be heterogeneous or
homogeneous, and sources can be another robot’s input,
prediction/decision.
In the ASIMUT (Aid to SItuation Management based on MUl-
timodal, MUltiUAVs, MUltilevel acquisition Techniques)
project for surveillance services using heterogeneous,
multilevel swarms of UAVs [7] which is described in
Figure 2. The ASIMUT project is based on a hierarchical
swarm system architecture that works as follows: High-
Level Coordination Swarm (HLCS), UAVs with higher-level
control and coordination roles to monitor the overall mission
and provide commands to the low-level swarms, and act
as intermediaries between the ground control station and
low-level swarms. The Low-Level Swarms (LLS), UAVs that
perform localized tasks, such as surveillance, target detection.
They collaborate to perform their mission. The Ground
Control Station (GCS) serves as the interface between human
operators and the swarm system. The data fusion in that
project is performed in three levels [8] as follows: Level
1, object assessment, consists of Identifying and tracking
targets, also involves associating raw data to specific entities,
like detecting and locating a vehicle. Level 2, situation
assessment, which distinguishes the relationships between
detected objects to assess the current situation.Level 3, impact
assessment, which predicts the potential consequences or
threats.
In [9], Ying Zhang et al. propose a framework for Air-Ground
collaboration, where UAVs and UGVs coordinate to execute
rescue missions focused on mapping and navigation. The
system architecture is designed as follows: UAVs, equipped
with sensors such as cameras, LiDAR, and thermal imagers,
perceive and map the environment, while UGVs utilize these
maps for path planning and navigation to carry out fire and
rescue operations.

B. Architectures of cobots

Depending on their functionalities, cobots can be commu-
nicated in four major architectures (I) as the following:

• Centralized architectures: A single central controller man-
ages all the robots relying on direct communication
between central and related robots which can become
a bottleneck. In [10], Barreto-Cubero et al. proposed a
neural network-based sensor fusion system for service
robots with a centralized architecture. Their hybrid deep
convolution and recurrent neural network improved data
processing. Ali et al. [11] presented flocking strategies for
cobots emphasizing centralized control models for large-
scale multi-robot systems.

• Decentralized architectures: The robots operate with local
decision-making based on peer-to-peer communication.
In [12], Tan et al. developed a decentralized navigation
system for multi-robot exploration, using deep reinforce-
ment learning to improve scalability and reduce com-
munication overhead. Furthermore, Longa et al. [13] de-
veloped an autonomous multi-drone warehousing system
using a decentralized multi-agent reinforcement learning
approach showing robust performance across a fleet of
three drones, highlighting the scalability of decentralized
deep learning techniques in robotics.

• Hybrid architectures: It combines other architectures that
can adapt between centralized and distributed modes. It
is flexible for different tasks and situations. Tsang et
al. [14], presented a warehouse multi-robot automation
system where a centralized server handles task allocation
while each robot computes its own local path planning.
Liu et al. [15] proposed a hierarchical planning structure
for a large-scale warehouse logistics system using cen-
tralized task allocation to assign tasks based on factors
such as travel distance and current failures alongside local
path planning

• Distributed architectures: A fully decentralized system
with a greater emphasis on collaborative decision-making
and shared information. Queralta et al. [16] proposed
a framework where cobots use blockchain technology
to coordinate and share information. Ceren et al. [17]
developed a distributed architecture for agricultural robots
that enables peer-to-peer coordination to reduce crops
loss.

III. FUSION TECHNIQUES

Current research is mainly categorized into traditional ma-
chine learning-based and deep learning-based approaches.

A. Traditional machine learning-based approaches

In the 1990s, with the appearance of machine learning, ML-
based fusion models began to thrive, the goal was to derive
insights from multimodal data to guide decision-making. It
works by constructing multiple base classifiers (machine learn-
ing algorithms) and combining them to complete a learning
task and solve a particular computational problem [18]. ML-
based MMDF models can be categorized into three main



TABLE I
MAJOR COLLABORATIVE ROBOT ARCHITECTURES

Aspect Centralized Decentralized Hybrid Distributed
Control Location Single central controller Local controllers Central + local Fully distributed
Scalability Limited High Moderate High
Robustness Low (single point of failure) High High Very high
Latency High Low Moderate Moderate
Strengths Global optimization and effi-

cient task allocation
Robust to failures and
scalable

Combines global perspective
with local autonomy

Highly resilient and adap-
tive

Weaknesses Prone to bottlenecks and
single-point failures

Limited global awareness
and complex coordination

Increased complexity High communication
overhead for consensus

Applications Manufacturing, human-robot
interaction

Swarm robotics, explo-
ration

Warehousing, autonomous
fleets

Agriculture, search-and-
rescue missions

References Barreto-Cubero et al (2021)
[10], Ali et al. (2023) [11]

Tan et al. (2022)
[12],Longa et al. (2024)
[13]

Tsang et al. (2018) [14], Liu et
al. (2019) [15]

Queralta et al. (2019) [16],
Ceren et al. (2019) [17]

methods [19]: There are three types of fusion: early fusion
(data-level fusion), intermediate fusion (feature-level fusion),
and late fusion (decision-level fusion). These methods can
be combined in a hybrid fusion method. Table II provides
a comparison of these methods.

Most of the work was centered on feature engineering,
relying on numerous hand-crafted extractors guided by prior
knowledge—an approach that struggled to capture both the
complementary and redundant relationships between modal-
ities. This issue was solved with the appearance of deep
learning. [20].

B. Deep Neural Network-based approaches

Since 2010, the use of the DL has led to outstanding
results [21]. Deep Neural Network (DNN), the core of the DL-
based methodology, showed superior performance by provid-
ing automated feature engineering [1]. The DNN architecture
become more sophisticated to capture richer representations
from multiple data sources. In these approaches, representa-
tion learning, modality fusion, and decision-making are often
intertwined rather than applied sequentially to each modality.
Consequently, fusion strategies have evolved beyond tradi-
tional early, intermediate, and late fusion toward more implicit,
end-to-end methods. DNNs can learn complex relationships
and patterns from multiple data inputs making them suitable
for various tasks [22]. Table III describes some DNN-based
methods.

IV. FUSION METHODS FOR COBOTS

A. MMDF architecture dependencies for cobots

For cobots, the fusion method depends heavily on the used
architecture. The key considerations for this are:

• Sensor Configuration [5]: Using multiple heterogeneous
sensors may require advanced fusion methods such as
DL-based approaches or Bayesian networks. Also, real-
time applications need fusion methods that offer low
latency, such as Kalman filters and particle filters. In
addition, the high variability in sensor input may require
asynchronous fusion strategies.

• Real-Time Processing [24]: high-speed industrial tasks
require lightweight and computationally efficient fusion

methods, such as Kalman filter variants for linear fusion
and decentralized fusion algorithms when computational
power is distributed across multiple processors, cobots
with high processing power can employ deep learning-
based fusion methods.

• Task-Specific Requirements [25]: The architecture deter-
mines the cobot task, which influences the choice of
fusion method, for example, for physical human-robot
interaction, The use of MMDF methods to integrate
visual, auditory, and tactile inputs for safe and seamless
operation for direct interaction with humans.

• Communication and Data Flow (Centralized vs. Decen-
tralized Fusion) [5]: Centralized architectures can use
raw data fusion, while decentralized architectures rely on
feature-level fusion.

• Scalability and Modularity [26]: Scalable architectures
require adaptable fusion methods to additional sensors or
data streams, like graph-based fusion for modular sensor
networks, and transformer models for multisensor data
integration.

B. Fusion techniques for cobots
Fusing inputs for cobots depends on various factors, in-

cluding the chosen architecture and previously mentioned de-
pendencies. In our comprehensive review of the literature, we
explored numerous methods and approaches for this objective
and summarized them in Table IV.

C. MMDF models Datasets for cobots
There are many public datasets designed for MMDF for

cobots, and this paper focuses on C-SLAM (collaborative
SLAM) datasets. Table V provides a comparison between
widely recognized datasets. For time synchronization, HW
refers to hardware solutions like GPS timing and hardware-
based triggering mechanisms, while SW refers to software
solutions like Network Time Protocol (NTP) or interpolation
techniques.

V. CHALLENGES AND FUTURE DIRECTION

The integration of MMDF in cobots presents several chal-
lenges and future opportunities for researchers, which will be
discussed in the following:



TABLE II
COMPREHENSIVE COMPARISON OF MULTIMODAL FUSION TECHNIQUES

Aspect Early Fusion Intermediate Fusion Late Fusion
Definition Combines raw data or features before learn-

ing
Fuses representations at hidden layers Combines decisions from

modality-specific models
Architecture Single model processing concatenated fea-

tures
Multiple streams with interaction layers Separate models with fusion mech-

anism
Fusion Point Input layer Hidden layers Output layer
Common Meth-
ods

Feature concatenation; Joint embeddings;
Tensor fusion

Cross-attention; Multimodal transformers;
Cross-modal gates

Weighted averaging; Majority vot-
ing; Learned aggregation

Advantages Captures low-level interactions; Simple im-
plementation; Joint optimization

Balanced feature interaction; Flexible archi-
tecture; Hierarchical learning

Modality independence; Easy to
scale; Robust to missing data

Limitations Curse of dimensionality; Modality synchro-
nization; Scale differences

Complex architecture; Training difficulty;
Computational cost

Misses early interactions; Indepen-
dent optimization; Limited joint
learning

Example Appli-
cations

Audio-visual speech recognition; Multi-
modal emotion recognition

Vision-language tasks; Complex multimedia
analysis

Medical diagnosis; Multi-sensor
systems

Related Works Q. Zhang et al. (2023) [33] Y. Li et al. (2023) [34] R. Chen et al. (2023) [35]

TABLE III
COMPARISON OF DEEP NEURAL NETWORK METHODS FOR MULTIMODAL DATA FUSION

Category Description Applications Related Work
Encoder-Decoder Methods Models use encoder networks to extract high-

level features and decoder networks to generate
predictions

Image segmentation, language transla-
tion

Couprie et al., 2013
[36]

Attention Mechanisms Assign weights to input data components to
focus on the most relevant information

Visual Question Answering, video cap-
tioning

Vaswani et al., 2017
[37]

Graph Neural Networks Leverage graph structures to capture relation-
ships between data points

RGB-depth scene classification Lotfi et al., 2024 [38]

Generative Networks Generate or reconstruct data by modeling under-
lying distributions

Missing data imputation Gao et al., 2024 [39]

Constraint-Based Methods Learn separate representations while enforcing
semantic alignment

Multimodal sentiment analysis Zadeh et al., 2017
[40]

Visual Geometry Group
Neural Network (VGG19)

Fuse imagery data implicitly through pooling
layers

Style Features Extraction Haddada et al. 2024
[8]

TABLE IV
OVERVIEW OF SENSOR FUSION TECHNIQUES IN COLLABORATIVE ROBOTICS

Fusion approach Technique Description Key Applications
Probabilistic Methods Kalman Filtering [27] Combines sensor data to estimate robot states. State estimation, dynamic tracking
Probabilistic Methods Bayesian Fusion [5] Uses Bayesian probability to combine noisy sensor inputs and

enable adaptive behavior
Human-robot collaboration, map-
ping

Probabilistic Methods Covariance Intersec-
tion (CI) [28]

Fuses data with unknown correlations using weighted covari-
ance matrices.

Decentralized SLAM, multi-robot
systems

Machine Learning KalmanNet [29] Hybrid Kalman filter + neural networks for non-Gaussian
noise adaptation.

Dynamic environments, navigation

Machine Learning Reinforcement learn-
ing [30]

Learns optimal fusion policies through trial-and error feed-
back.

Adaptive manipulation, obstacle
avoidance

Decentralized Fusion Heterogeneous State
CF (HS-CF) [31]

Tracks dependencies via factor graphs and covariance defla-
tion for conservativeness.

Multi-robot tracking, cooperative
localization

Decentralized Fusion Factor Graph-based
DDF [32]

Uses factor graphs for scalable decentralized inference in
dynamic systems.

Distributed mapping, target track-
ing

A. Challenges

• Data heterogeneity: Managing variations in data reso-
lution, temporal alignment, and modality-specific noise;
This can be solved by developing frameworks for effi-
cient normalization, synchronization, and preprocessing
of multimodal data [49].

• Sensor calibration and drift: Long-term operation leads
to sensor drift, which degrades the fusion accuracy, re-
quiring the implementation of self-calibration algorithms
for consistent sensor performance [50].

• Fusion complexity and real-time performance: Bal-
ancing the computational cost of complex MMDF mod-
els with the real-time requirements of cobots requires
lightweight models and approximation techniques for
faster inference [50].

• Safety and robustness: Ensuring that cobots can operate
safely even when sensor data is incomplete or corrupted.
This can be solved by developing robust multimodal
models that can handle uncertainty and failures [50].

• Energy efficiency: Since there is high computational re-



TABLE V
COMPARATIVE TABLE OF DATASETS FOR COLLABORATIVE SLAM (C-SLAM)

Dataset Platform Sensors Time
Sync.

Trajectory
Overlap

Environment Ground
Truth

KITTI [41] Car Camera, IMU, LiDAR, GPS HW Large Outdoor GNSS/INS
EUROC MAV [42] UAV Camera, IMU SW Restricted Indoor Motion Cap-

ture
Oxford Robotics Car
[43]

Car Camera, IMU, LiDAR, GPS HW Large Outdoor GNSS/INS

TUM RGB-D [44] Handheld Camera, RGB-D HW Restricted Indoor 3D Scanner
MulRan [45] Car Radar, LiDAR, GPS SW Large Outdoor GNSS/INS
NCLT [46] Segway Robot Camera, IMU, LiDAR, GPS HW Large Outdoor GNSS/INS
KAIST Urban [47] Car Camera, IMU, LiDAR HW Restricted Outdoor GNSS/INS
S3E [48] UGVs, UAVs, Handheld Camera, IMU, LiDAR, UWB HW Restricted Indoor, Outdoor 3D Scanner

quirements for battery-operated multimodal fusion strain
cobots, therefore, models must be optimized for low
power consumption, leveraging edge AI for resource-
constrained environments [51].

B. Future Directions

• Development of real-time multimodal fusion algo-
rithms: Enabling cobots to process and fuse multimodal
data in real-time by relying on advanced neural architec-
tures like transformer-based models or graph neural net-
works (GNNs) that process multi-source data efficiently,
which will improve real-time response and then cobots
interactions in dynamic environments [52].

• Context-aware fusion: Introducing context-aware mech-
anisms to prioritize specific modalities based on the task
or environment by using adaptive weighting schemes and
attention mechanisms that dynamically adjust data impor-
tance, which increases cobots reliability and adaptability
[53].

• Scalable multimodal fusion for multi-agent systems:
Developing MMDF techniques to support multi-robot
collaboration, ensuring seamless integration of data from
multiple cobots and sensors, which can be applied on
robots swarm or distributed SLAM, enabling large-scale
collaboration for tasks like search-and-rescue operations
[54].

• Cloud-edge integration for collaborative fusion: Re-
lying on edge computing and cloud services to enable
distributed MMDF in collaborative scenarios, which can
be applied in resource-constrained environments where
the computational load needs to be shared, that expands
the scalability and computational capability of MMDF
systems [54].

• Action-reflex mechanism: Developing an action-relfex
mechanism allows cobots to deal with emergencies, such
as unobserved obstacles, moving vehicles, and extreme
weather, similar to muscle-conditioned reflex which orga-
nizes local muscles to avoid hazards in the first response
without delaying passage through the brain [55].

VI. CONCLUSION

This survey has examined the current state, challenges, and
future directions of MMDF in cobots. Through our analysis,

several key findings emerge. First, the evolution of MMDF
techniques from traditional machine learning approaches to
deep learning has enhanced cobots enabling more robust
and adaptive fusion capabilities. Second, the choice of fu-
sion architecture affects the performance and capabilities of
the system. Third, the integration of multiple sensors and
data streams presents both opportunities and challenges. The
state of the art presented in this survey helps researchers
and practitioners working on next-generation cobots systems.
As the field continues to advance, the integration of new
sensing modalities, improved fusion algorithms, and more
sophisticated architectural approaches will drive innovation in
collaborative robotics.
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