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Abstract— Spam messages pose a significant cybersecurity
threat, leading to phishing attacks, fraud, and privacy breaches.
Traditional spam detection methods, such as rule-based filtering
and statistical models, often fail to capture the evolving and
complex nature of spam messages. In this paper, we propose an
Arabic spam detection model leveraging BERT (Bidirectional
Encoder Representations from Transformers), a deep learning-
based NLP model. Our approach enhances classification accu-
racy by utilizing contextual text representations specific to the
Arabic language. We preprocess Arabic text using AraBERT
tokenization and fine-tune the BERT-based model on a balanced
dataset of Arabic spam and ham messages. Experimental
results demonstrate that our model achieves high accuracy
(98%), outperforming traditional machine learning and deep
learning approaches. This research highlights the potential of
transformer-based models in Arabic spam filtering, paving the
way for more efficient and robust detection systems.

Index Terms— Arabic NLP, Spam Detection, BERT, Deep
Learning, Text Classification.

I. INTRODUCTION

The great threat can be caused to cyber security and user
privacy by spam messages, whether they are emails, SMS, or
social media messages. Apart from being a daily headache,
these unsolicited messages can also be effective in phishing
attacks, fraud, and other malicious actions. The automatic
detection of spam has become a paramount problem and
requires solutions effective to the language and cultural
traits of different regions around the globe. A range of
the approaches examining different opportunities for filtering
this type of content has been suggested, including anything
from rule-based methods to machine-learning techniques
[1]-[6]. Unfortunately, even within this diverse landscape,
there lies the potential for spammers to employ ever more
complex and rapidly evolving tactics. Keyword-based filters
and statistical models have observed that these traditional
methods do not capture the linguistic nuances involved
when confronted with new spam patterns. Deep learning
and Transformer-based models like BERT (Bidirectional En-
coder Representations from Transformers) represent a bright
alternative to tackle these issues. BERT has outperformed
standard natural language processing techniques due to its
contextual understanding of the meaning of words in a
sentence. Nevertheless, applying such models to the Arabic
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language is still a challenging task due to Arabic’s rich mor-
phology, many dialects, and the unavailability of adequately
annotated datasets for supervised training. In this paper,
we propose an Arabic spam detection approach based on
a BERT model, leveraging contextual text representations to
enhance classification accuracy. We analyze the effectiveness
of this approach through various experiments and compare its
performance with other traditional and deep neural network-
based classification models. Our results demonstrate the
potential of BERT for this task, paving the way for more
efficient and robust spam filtering systems for the Arabic
language.

II. BACKGROUND

Spam detection has remained an important research area
for years because the amount of unwanted messages had
reached an unlimited level that affected users all over many
digital communication channels. Traditional spam filtering
like rule-based and statistical techniques have been widely
put into use for identifying and blocking spam messages.
Earlier approaches relied primarily on hand-crafted rules,
keyword filtering, and Bayesian classification. However, as
the spam messages keep evolving, they have become very
flexible and use obfuscation techniques like misspellings,
synonyms, and adversarial modifications to bypass detection
mechanisms [7].

For these reasons, machine learning techniques have
become increasingly popular for spam classification. Ap-
proaches such as Support Vector Machines (SVM), Decision
Trees, and Naive Bayes classifiers are extensively used
because of their ability to learn from labeled datasets and
generalize to unseen messages. Most of these techniques
require handcrafted features like Term Frequency-Inverse
Document Frequency (TF-IDF), n-gram representation, etc.,
which may not capture the semantic meaning of the text
fully. Deep learning has made many more changes to spam
detection. It has made it possible for models to automatically
learn hierarchical representations of texts without feature
engineering [8].

Among deep architectures, CNNs and RNNs [9], par-
ticularly Long Short-Term Memory (LSTM), have found
some success in spam experiments involving modern deep
learning. They are capable of sensing both local and long
successions of text content and can, therefore, give a con-
siderable boost to classification performance. However, just
like most models, they still have trouble processing with
long dependencies and complicated structures of language,
especially in morphemically rich languages like Arabic [10].



The very recent progress in NLP introduced the Transform-
ers’ technologies, coming up with models like BERT, which
uses self-attention mechanisms for bidirectional contextual
representation. Unlike conventional word embedding, which
provides banks of static representation, BERT pack dynamic
contextual embeddings, thereby increasing its value for text
classification, most especially spam detection. Many studies
have shown that BERT outperforms older systems in diverse
NLP applications, but the application of BERT in Arabic
spam detection is minimal [11]. In this study, we applied
BERT for Arabic spam detection and improved the detection
of Arabic linguistic complexities through fine-tuning pre-
training models on domain datasets. Our approach aimed
to improve accuracy in spam detection while alleviating
the limitations experienced in traditional and deep-learning
based methods.

III. BERT ARCHITECTURE

The architecture of the BERT model is a multi-layer bidi-
rectional transformer encoder.The exact architecture depends
on the version used: There are two model sizes of BERT:
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Figure I: BERT Architecture

BERT Base and BERT Large.The differences in model sizes
between BERT Base and BERT Large are shown in the table.

BERT Base | BERT Large
Layers 24 112
Hidden Size 768 1024
Heads 12 16
Parameters 110 M 340 M

Table I: Differences between BERT Base and BERT Large

A. Key Components of BERT
1) Embedding Layer

(i) WordPiece Embeddings: Converts words into subwords
to better handle unknown words.
(i) Position Embeddings: Adds positional information to
tokens.
(iii)) Segment Embeddings: Indicates whether a token be-
longs to sentence A or B.

2) Transformer Encoder Each Transformer block consists
of:

(i) Multi-Head Self-Attention: Each token attends to itself
and other tokens through multiple attention heads.
(ii) Add and Norm: Normalization after residual connection.
(iii) Feed-Forward Network (FFN): A dense neural network
to transform token representations.
(iv) Add and Norm: Another normalization after the residual
connection.

3) Output Layer

(i) BERT generates embeddings for each token (for general
NLP tasks).

(i) For classification (AutoModelForSequenceClassifica-
tion), a dense layer is added on top of the [CLS] token
to classify text into two categories.

IV. METHODOLOGY AND EXPERIMENT

This work proposes a deep-learning-based approach for
Arabic spam detection using the BERT model. Our approach
includes data preprocessing, text tokenization, model train-
ing, and evaluation using different performance metrics. The
experimental setup is designed to ensure robust training and
generalization across different spam and ham messages in
Arabic. The workflow of the discovery system is shown in
Fig. II.
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Figure II: Workflow of the Discovery System

A. Development setup

The development environment setup for our experiment is
as follows.

» Software environment : Google Colab, Python 3.11
with TensorFlow, Keras, Matplotlib, NumPy, Pandas,
Torch,etc.

e Hardware environment: 7th Gen Intel(R) Core(TM) i3-
7020U CPU @ 2.30GHz, 12 GB RAM

¢ OS: Windows 10 Professional

B. Dataset and Preprocessing

For this research, we will use ArabicSpam.csv, a mod-
erately balanced collected dataset containing Arabic SMS
messages affecting into either spam or ham. The dataset has
the following main column names:

* SMS :text message.
* Sentiment : Labels denoting ham as 0 and spam as 1.

This dataset is extremely balanced because it has 50%
ham and 50% spam messages. This eliminates the class
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Figure III: Balanced dataset

imbalance issue in the model, leading to better learning and
generalization Fig. III represents a balanced dataset.

The text data will undergo several preprocessing tech-
niques, including text normalization, removal of special
characters, and tokenization using AraBERT [12], a pre-
trained BERT tokenizer specifically designed for Arabic text
processing. The dataset is then split into a training set (80%)
and a test set (20%) for efficient model evaluation.

V. DATA PREPROCESSING

Preprocessing is performed to remove irrelevant parts of
the data before extracting features. The preprocessing module
consists of five consecutive steps: tokenization, removal of
non-Arabic text, normalization, stopword removal, and light
stemming. These steps, initially applied to review text, are
essential for generating preprocessed text ready for feature
extraction and classification.

» Tokenization: Splits the review text into a sequence of
tokens, where each token represents a single word based
on a space character.

* Removal of non-Arabic text: Checks all tokens in the
review to remove any non-Arabic token.

* Normalization: Produces a consistent form of the input
text by converting different word variations into a com-
mon form. In this step, the characters in each review
token are checked to determine whether they are in
their normalized form.Table illustrates how Arabic text
normalization is performed.

Letters to replace | Replaced by
E-s-¢ ¢
[ ! - i -c |
3 o
9-3 3
separators Nothing

Table II: Arabic Text Normalization

* Stop Words Removal: Removes words that lack mean-
ing and frequently appear in the text of the review,
which can improve response time and reduce the index

space. A list of Arabic stop words containing 700 stop
words is used. This list includes words such as ( « 3!
‘ﬁzmﬁ‘fu“dszgéLOC&‘,chj‘LQ‘é&&ﬁ
44t etc.)

* Light Stemming: Returns the word to its original form.
For non-Arabic languages, a basic root word can be
either prefixed or suffixed to express grammatical syn-
tax. However, in the Arabic language, it is difficult
to differentiate between some Arabic words after their
root, as some words share the same root but have
completely different meanings. The table shows an
example of the Arabic root problem. As a result, light
stemming is used to avoid this issue, or a common set
of prefixes and suffixes is removed from a word without
reducing it to its root.

Arabic word | Meaning in English | Sentiment score | Root
e player -1 J
et to play 1 J

Table III: Example of Arabic root problem.

A. Word Embeddings and Tokenization

To numerically represent entailed data, we utilize pre-
trained BERT word embeddings inputted in the embedding
layer. This embedding has been widely proven as an effective
method to capture semantic and syntactic relations between
words, thus helping the model to distinguish spam from ham
messages. Using AutoTokenizer from Hugging Face Trans-
formers will work for efficient tokenization with padding and
truncation to achieve a maximum sequence length of 128
tokens [13].

B. Model Architecture and Training

For the classification, we apply BERT-base-AraBERTv02,
a transformer-based model pre-trained on large Arabic cor-
pora. The architecture of the model is fine-tuned with an
added classification head, which outputs two probability
scores of a spam and ham class. Cross-entropy loss, trained
by using the AdamW optimizer.

Training hyperparameters for hugging Face:

* Batch size: 8

* Epochs: 10

* Learning rate: 2e-5
* Weight decay: 0.01.

Use Hugging Face’s Trainer API for training so that it
accelerates training and evaluation on GPU.

C. Confusion Matrix and Formulas

The confusion matrix is a key tool for evaluating the
performance of a classification model [14]. It is defined as
follows in the table below:

The performance metrics are defined by the following
formulas:



Actual Class / Predicted | Predicted: Ham (0) | Predicted: Spam (1)

Actual: Ham (0) TP (True Positive) | FN (False Negative)

Actual: Spam (1) FP (False Positive) | TN (True Negative)

Table IV: Confusion Matrix for Spam Detection

e Accuracy : It shows the percentage of cases in the
dataset that were accurately predicted out of all in-
stances. It acts as a gauge of how well the model
performs overall in differentiating across classes [15].

TP+ TN
TP+TN+FP+FN
* Precision:The ratio of true positive cases to the total
of true positive and false positive cases is known as
precision. It measures how well the model predicts good
outcomes [16].

Accuracy =

TP
TP+ FP

* Recall: Recall quantifies the percentage of true positive
cases among all actual positive cases; it is sometimes
referred to as sensitivity or true positive rate. It illus-
trates how well the model can detect affirmative cases
[17].

Precision =

TP
TP+ FN

e Specificity: The percentage of true negative cases
among all actual negative instances is known as speci-
ficity, or the true negative rate. It illustrates how well
the model can detect negative cases [18].

TN

TP+ FP

e Fl-score: The Fl-score is calculated by taking the
harmonic mean of recall and precision. By taking into
account both false positives and false negatives, it

provides a fair evaluation of a model’s performance
[19].

Recall =

Specificity =

2 % Precision * Recall
F1-score =

Precision * Recall
» False Acceptance Rate (FAR): The probability of in-
correctly categorizing an unauthorized user as an au-
thorized one is known as the False Acceptance Rate, or
FAR. This measure is crucial for biometric authentica-
tion systems since it shows how vulnerable the system
is to impersonator security breaches [17].
FP
FP+TN
 False Rejection Rate (FRR): FRR measures the likeli-
hood that a legitimate user will be mistakenly rejected.
It draws attention to how the system fails to identify
legitimate inputs, which may cause problems for users
or pose security threats [20].
_FN
 FN+TP

FAR =

FRR

» Equal Error Rate (EER): EER signifies the intersection
point of the False Acceptance Rate (FAR) and the False
Rejection Rate (FRR) [21].

FAR+ FRR

2

The Confusion Matrix is shown in .

EER =

True label

Ham Spam
Predicted label

Figure IV: Confusion Matrix

D. Evaluation Metrics

To evaluate the performance of the model, the standard
metrics are used, namely accuracy, precision, recall, and F1-
score. A confusion matrix will also be generated to depict
the classification results.

The model achieves a performance accuracy of 98%. The
other metrics are given in Table V.

Class | Precision | Recall | Fl-score | Support
0 100% 96% 98% 73
1 95% 100% 98% 59

Table V: Classification Report for Spam Detection

E. Results

The model performance has been carried out through error
analysis and comparison with other deep learning architec-
tures, such as CNNs and LSTMs. The results show that
BERT-based models outperform traditional ones, exhibiting
higher generalization capability for Arabic spam detection.

* ROC Curve :The ROC (Receiver Operating Charac-
teristic) curve exemplifies the ability of the model to
discriminate between spam messages and ham mes-
sages. The x-axis is the False Positive Rate (FPR) and
the y-axis is the True Positive Rate (TPR). A perfect
classification model would therefore have a curve which
reaches the top left corner of the graph. The AUC (Area
Under the Curve) is 98%, which depicts that the model
is performing exceptionally well and has a high degree
of discriminative power. Roc Curve is given in Fig. V.

e Accuracy Curve: The y-axis shows the accuracy val-
ues, and the x-axis shows the training epochs. The
curve demonstrates how the model’s accuracy rapidly
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Figure V: ROC Curve

increases, approaching an optimal value in a matter
of epochs. There is little overfitting as the validation
accuracy roughly resembles the training accuracy. An
accuracy of 99% would indicate that every prediction
is accurate for a perfect classification model. Accuracy
Curve is given in Fig VI
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Figure VI: Accuracy Curve

Loss Curve: The training loss (blue curve) and vali-
dation loss (orange curve) represent the model’s error
over epochs. The downward trend in the loss curve
signifies effective learning. Initially, the model has a
high loss, which gradually decreases and stabilizes,
showing that the model is optimizing its parameters
effectively. The small fluctuations in validation loss
indicate slight variations in generalization but remain
within an acceptable range.Loss Curve is given in Fig
VIL

—— Train Loss
Validation Loss

Figure VII: Loss Curve

* The F1-Score Curve shows the values of the Fl-score
on the y-axis and the training epochs on the x-axis. The
curve demonstrates a fluctuation trend of changes in the
value of Fl-score over the epochs. This variation does
imply something about possible instability in model per-
formance changes. A good F1 score indicates a balance
between precision and recall, which is necessary for
efficiently detecting spam. The dip in the middle of the
curve implies that the model needs some more hyper-
parameter tuning to have stable performance. The F1-
Score Curve is shown in Fig VIIL
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Figure VIII: F1-Score Curve

VI. LIMITATIONS

The Arabic spam detection model based on BERT presents
several limitations. Firstly, the use of a balanced dataset,
while beneficial for training, does not reflect real-world
scenarios where spam messages are often a minority. More-
over, the model was trained on Standard Arabic, limiting
its effectiveness in identifying spam across various Arabic
dialects. Additionally, the model’s ability to generalize is
challenged when facing new spam patterns or adversarial
attacks. Lastly, the training and inference phases require
substantial computational resources, which can be a con-
straint for small organizations or environments with limited
resources.

VII. DISCUSSION AND FUTURE DIRECTIONS

The experimental results demonstrate that the BERT-based
model outperforms traditional machine learning approaches
and other deep learning architectures, such as CNNs and
LSTMs. This superior performance is attributed to BERT’s
ability to capture contextual information and semantic rela-
tionships within the text. The use of AraBERT tokenization
and text normalization enhanced the handling of Arabic’s
morphological complexity. The evaluation metrics, includ-
ing accuracy, precision, recall, and Fl-score, indicate high
performance. However, the slight fluctuation observed in
the Fl-score curve suggests a potential risk of overfitting,
which requires further hyperparameter tuning. In order to
improve the model’s robustness and performance, several
future directions can be pursued. First, one could train the
model on larger, more diverse datasets inclusive of different
Arabic dialects for better generalization. Next, the ensem-
ble learning techniques that would combine BERT with



other models might reinforce spam detection. Furthermore, a
lightweight version of the model for real-time spam detection
on mobile and web platforms would be highly useful. Lastly,
implementing such defensive techniques against adversarial
attacks would augment security and reliability, safeguarding
the model from some evasion techniques spammers might
use [22].

VIII. CONCLUSION

In this study, we proposed an Arabic spam detection
model based on BERT, leveraging its contextual under-
standing to enhance classification accuracy. By employ-
ing AraBERT tokenization and fine-tuning on a balanced
dataset, our approach achieved a remarkable accuracy of
97.7%, outperforming traditional machine learning and deep
learning methods. The experimental results demonstrated the
effectiveness of transformer-based models in detecting spam
messages in Arabic, addressing linguistic complexities and
improving spam classification. Future work can build on
this by optimizing the model further through the addition
of other pre-trained embeddings, experiments on bigger
datasets, or the application of ensemble techniques to boost
generalization. Also, extending these approaches to broaden
the spam detection across various Arabic dialects and other
communication platforms would amplify its robustness and
real-life practicality.
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