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Abstract— In the current landscape of IT, ransomware at-
tacks pose a major threat to cybersecurity resulting in sig-
nificant monetary losses and data breaches. The detection of
ransomware in time presents a challenge due to its constant evo-
lution and complex strategies for escaping detection. This study
introduces a deep learning tool —named RansFighter—based
on Gated Recurrent Unit (GRU) specifically developed for
ransomware detection. Our model shows, at test time, an
Accuracy of 96.67%, a Precision of 97.01%, a Recall of 96.37%,
an F1-Score of 96.69% and an Area Under the Curve (AUC) of
96.67%. It showcases the potential of GRUs as valuable assets
to safeguard systems against ransomware threats.

Index Terms— Ransomware, Detection, Deep Learning, Cy-
bersecurity.

I. INTRODUCTION

Ransomware attacks have become increasingly common
[1]–[3]. They are considered one of the cybersecurity threats
of our era. Servers and computers affected by ransomware
face a situation where their data is encrypted by hackers
using many techniques like fishing [4]–[6]. They are asked
to pay a ransom for its decryption. This has led to operational
losses not only for individuals but also for organizations and
governmental bodies. With the rise in both the frequency
and complexity of these attacks, the usual security defense
mechanisms are no longer sufficient. Detecting ransomware
poses a challenge because cybercriminals constantly adapt
their tactics to evade detection measures effectively. Current
ransomware strains use methods like encryption and obfusca-
tion to conventional detection systems that rely on signatures
or rules. Moreover, ransomware can infect networks quickly
and cause harm in a short period of time [7], [8]. These obsta-
cles underscore the importance of having detection tools that
can identify ransomware. Therefore, it is crucial to develop
systems that can detect them in real time in order to eliminate
their risks. Machine learning and deep learning methods have
become assets in bolstering cybersecurity [9]–[13] in such a
scenario. In this context, Gated Recurrent Unit (GRU) [14]–
[16] has become quite popular due to its effectiveness in
handling both sequential data and tabular data. This type
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of data includes things like system logs network behavior
and patterns which often hold clues about their activities.
GRUs stand out because of their gating mechanisms that
allow them to grasp both prolonged connections within this
kind of information making them a choice for detecting
ransomware incidents. Traditional methods typically require
complex feature engineering to function, however, GRUs
enable models to extract pertinent features from data and
predict the presence of ransomware without the necessity
for other manual and unreliable means of surveillance.
The GRU model was introduced as an alternative to Long
Short-Term Memory neural networks (LSTMs) [17]–[20]
and incorporates two gates —the update gate and the reset
gate—to control information flow effectively. This allows
the model to preserve crucial details while filtering out
unnecessary or outdated data elements without losing track of
essential information in between layers in a neural network
setup. GRUs possess attributes that render them well suited
for real time uses like identifying ransomware where both
accuracy and speed are of importance. In this study, we
suggest a GRU-powered tool to spot incidents by making use
of its abilities in analyzing data to spot suspicious actions
effectively. In this paper, we propose a GRU-based tool,
named Ransfighter, crafted to go through system records and
network traffic details to uncover related trends that point
ransomware activities. Through the integration of training
methods and efficiency enhancements, our tool attains a high
accuracy rate along with high precision, recall, AUC and F1-
score rates, rendering it a reliable option for practical uses.

II. GRU MODELS

The Gated Recurrent Units have been created as an
alternative to LSTMs—while proposing a more reduced
complexity and fewer gates—and to overcome the limitations
of conventional RNNs [21], reputed as having a too short
memory. A GRU uses two key gates: the update gate and
the reset gate, which govern the flow of information through
the network.

A. Update Gate (zt)

The update gate decides how much of the previous hidden
state (ht−1) should be kept and how much of the new
information (h̃t) should be integrated. This is expressed by
Equation 1.

zt = σ(Wzxt + Uzht−1 + bz) (1)

Where :



• xt: Input at time t.
• ht−1: Previous hidden state.
• Wz, Uz: Weight matrices.
• bz: Bias.
• σ: Sigmoid activation function, which outputs values

between 0 and 1.

B. Reset Gate (rt)

The reset gate decides how much of the past information
should be forgotten when defining the new candidate of the
hidden state (h̃t). This is expressed by Equation 2.

rt = σ(Wrxt + Urht−1 + br) (2)

C. Candidate Hidden State (h̃t)

The candidate hidden state is determined using the reset
gate. The reset gate rt defines how much of the previous
hidden state to use. This is expressed by Equation 3.

h̃t = tanh(Whxt + Uh(rt ⊙ ht−1) + bh) (3)

Where :
• ⊙: Element-wise product.
• tanh: Hyperbolic tangent activation function.

D. Final Hidden State (ht)

The final hidden state combines the previous hidden state
(ht−1) and the candidate hidden state (h̃t), weighted by the
update gate. This is expressed by Equation 4.

ht = zt ⊙ ht−1 + (1− zt)⊙ h̃t (4)

Table I shows some advantages of the GRU model com-
pared to other comparative models.

III. EXPERIMENT

A. Dataset

In our experiment, we utilized the Ransomware Detection
Dataset described in [26]. The dataset comprises 62,485
entries, each with 15 features of type int64. Table II sum-
marizes the dataset features and their descriptions. The
dataset includes a single binary class labeled as ”Benign,”
where ’0’ indicates ”Not Ransomware” and ’1’ represents
”Ransomware”. In our experiment, we used a sample of
3000 entries selected randomly while conserving the sam-
ple virtually balanced (”Not Ransomware” : 1495 entries,
”Ransomware” : 1505 entries) as described in Fig. 1. Fig.
2 shows the data distribution among training, validation and
test.

B. Model architecture

Our model architecture consists of a GRU-based one. Its
first layer is an input one which accepts a 15-dimensional
feature vector. The input is reshaped into a 2D tensor with
dimensions (15, 1) to make it compatible with the GRU
layer. The GRU layer, consisting of 64 units, processes this
sequential data and outputs a feature representation. This rep-
resentation is passed to a fully connected dense layer with 32

Fig. 1: Class distribution

Fig. 2: Dataset repartition

units and ReLU activation for further processing. A dropout
layer with a 30% rate is applied to mitigate overfitting. The
final output layer, comprising a single neuron with sigmoid
activation, generates a probability for binary classification.
The model is compiled using the Adam optimizer and a
binary cross-entropy loss. Fig. 3 shows the architecture of
our model.

C. Used metrics

To assess our model, we used the following metrics to
assess our model: Accuracy, F1-Score, Precision, Recall, and
AUC (Area Under the Curve).

• Accuracy : calculates the rate of accurately predicted
instances (true positives and true negatives) to the total
number of predictions, as expressed by Equation 5.



TABLE I: Advantages of GRU models compared to other models.

Aspect Advantages of GRU models Comparison to other models
Simplicity GRUs have a simpler architecture with fewer param-

eters, reducing computational complexity.
LSTMs [17], [18] have more gates, increasing com-
plexity and training time.

Training efficiency GRUs train faster due to fewer parameters and lower
memory requirements.

LSTMs and Transformers require more resources and
training time.

Handling of sequential data GRUs effectively capture temporal dependencies in
sequential data.

Fully connected models lack this capability; LSTMs
perform similarly but are more complex.

Avoiding overfitting The reduced number of parameters in GRUs lowers
the risk of overfitting on small datasets.

Transformers may overfit [22] due to their large
number of parameters.

Performance on Small Datasets GRUs perform well with limited data due to their
simplicity and efficient learning.

LSTMs and Transformers often require larger
datasets for optimal performance [23], [24].

Memory usage GRUs use less memory, making them suitable for
resource-constrained environments.

LSTMs and Transformers are more memory-
intensive.

Gradient flow GRUs mitigate the vanishing gradient problem effec-
tively, ensuring stable training.

Vanilla RNNs suffer from vanishing gradients [25];
LSTMs handle it similarly but with more gates.

TABLE II: Dataset features

Feature Name Description
Machine The type of target machine (architecture) for which the file is intended.

DebugSize Size of the debug information.

DebugRVA Relative Virtual Address (RVA) of the debug information.

MajorImageVersion The major version number of the image.

MajorOSVersion The major version number of the required operating system.

ExportRVA RVA of the export table.

ExportSize Size of the export table.

IatVRA RVA of the Import Address Table (IAT).

MajorLinkerVersion The major version number of the linker.

MinorLinkerVersion The minor version number of the linker.

NumberOfSections The number of sections in the file.

SizeOfStackReserve The size of the stack to reserve.

DllCharacteristics Characteristics of the DLL.

ResourceSize Size of the resources.

BitcoinAddresses Presence of Bitcoin addresses within the file (usually indicator of ransomware).

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

• Precision : calculates the ratio of true positive instances
to the total number of positives (true and false), as
expressed by Equation 6.

Precision =
TP

TP + FP
(6)

• Recall : calculates the ratio of true positive instances to
the total number of true positives and false negatives,
as expressed by Equation 7.

Recall =
TP

TP + FN
(7)

• F1-Score : is the balanced harmonic mean of Precision
and Recall as expressed by Equation 8.

F1-Score = 2 · Recall · Precision
Recall + Precision

(8)

• AUC : depicts the area under the curve, which reflects
the ability of the model to distinguish between classes.

In all metrics, TP denotes the true positives, TN denotes the
true negatives, FP denotes the false positives and FN denotes
the false negatives.

IV. RESULTS

Table of figures III shows the evolution of the used
metrics over epochs at the training time (200 epochs used).
Fig 4 presents the confusion matrix. Fig. 5 presents the
performance metrics of our model at test time reaching an
Accuracy of 96.67%, a Precision of 97.01%, a Recall of
96.37%, an F1-Score of 96.69% and an AUC of 96.67%.

V. DISCUSSION AND COMPARISON WITH RELATED WORK

Recent advancements in ransomware detection have in-
troduced many interesting and innovative approaches and
datasets to tackle evolving threats. Matthew et al. [27]
proposed Pulse, a method utilizing Transformer models to
classify functions in assembly language, offering a robust
solution for detecting zero-day ransomware. Complementing
this, Manabu et al. introduced RanSMAP [28], an open
dataset capturing ransomware storage and memory access
patterns, enabling the development of deep learning-based
detectors. On mobile platforms, Alamgir et al. [29] demon-
strated the effectiveness of ensemble machine learning for



Fig. 3: Model architecture

superior Android ransomware detection. Lastly, Jennie et al.
[30] explored the use of hardware performance counters on
non-virtualized systems, presenting an efficient hardware-
level approach for classifying ransomware activity. Our
GRU-based tool stays among the competitive models for
ransomware detection, distinguished by its simplicity, high
performance, and reduced training time. Its streamlined
architecture ensures efficient processing while maintaining
robust detection capabilities, making it a practical and ef-
fective solution compared to more complex alternatives. Our
tool, RansFighter, is not designed to rely on a single model.
Instead, it is designed to integrate other deep learning mod-
els that demonstrate effectiveness in ransomware detection,
which are currently being explored and are intended to work
together.

TABLE III: Model training and metric evolution over epochs

Fig. 4: Confusion matrix (600 entries)

VI. CONCLUSION

This study showcases the effectiveness of our tool based
on gated recurrent unit models in detecting ransomware with
excellent results observed in test time. The GRUs capability
to capture ransomware activities positions it as a good can-
didate for real-time ransomware detection. However, due to
the dynamic nature of ransomware threats and their evolving
patterns over time, cybersecurity experts are called to stay
vigilant and make perpetual adjustments in their strategies,
coupled with a constant state of alertness to fend against
potential vulnerabilities in systems across various platforms.
In this context, future efforts will focus on enhancing the
detection ability to react to threats while integrating data
sources such as logs and network traffic to reach greater
resilience.



Fig. 5: Model performance
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